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ABSTRACT 
In this paper, a Multilayer Perceptron model of Artificial Neural Networks with a Levenberg-Marquardt 

learning algorithm is designed for the prediction of solar potential in the region of Kara. For the most efficient 

architecture after learning, the correlation coefficient (R) and the Root Mean Square Error (RMSE) are 

respectively 0.84902 and 0.4000. In order to determine the model of the network to be used for the prediction, 

the number of neurons in the hidden layer as well as the couples of transfer functions are varied. The best results 

at the end of the prediction are obtained with an architecture which activation function pair is Tansig-Purelin 

and three (03) neurons under the hidden layer. The quality of the results obtained is satisfactory. It provides a 

powerful model for day-to-day prediction. 

 
KEYWORDS: Global solar radiation, Artificial Neural Networks, Multilayer Perceptron. 

1. INTRODUCTION 
Knowledge of the solar energy resource is a prerequisite for the proper sizing of photovoltaic conversion 

systems and the choice of their location. However, solar radiation is one of the most difficult meteorological 

parameters to estimate because it is a function of several geographical and astronomical parameters and is 

dependent on meteorological and atmospheric conditions [1]. In fact, the spatio-temporal variation of solar 

radiation is a major factor in the design of photovoltaic conversion systems and consequently in the power 

produced by the conversion system. In other words, to resort to alternative energies in case of unavailability of 

solar energy and therefore to have electrical energy in a sustainable manner, the prediction is essential. It allows 

better use of solar renewable energy which intermittence heavily penalizes its use.  

 

Indeed, there are many models to make a prediction of time series. It is possible to group them into four large 

groups. We distinguish "naive" models, which are essential for verifying the validity of complex models 

(persistence, mean or k-nearest neighbors); conditional probability models rarely mentioned in the literature 

with regard to global solar radiation (Markov chains and predictions based on Bayesian inferences); the 

reference models by the number of studies that have used them, which come from the large family of seasonal 

autoregressive moving average models (SARIMA) and lastly connectionist-type models (artificial neural 

network), more particularly the multilayer perceptron, which is a type of neural networks with high predictive 

potential and most often used [2], [3].  

 

On the one hand, artificial neural networks have attracted the attention of a large number of researchers in the 

field of renewable energies, and in particular for the prediction of meteorological data such as solar radiation 

[1]. Also, much research has proven the ability of neural networks to predict weather data. They have shown 

that they are more appropriate and give better results compared to conventional approximation methods 

proposed by other researchers forthe prediction of solar radiation [4],[5].  

 

The region of Kara has a very favorable climate for the use of solar energy, especially solar photovoltaic (the 

rate of sunshine is around 2700h / year [6]).However, the optimal use of this source for the design of solar  
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photovoltaic systems faces the major challenge of the intermittent nature of solar radiation. The aim of this 

study is to develop several predictive neuronal models of global mean solar radiation received on a horizontal 

plane in the region of Kara in order to choose the best performing model for its prediction. 

 

2. MATERIALS AND METHODS 
This section is devoted initially to the description of the site of the study and then to the data used.  

 
General characteristics of the site 

Located in the northern part of Togo (400 km north of the capital Lomé), the regional area of Kara is made up 

of seven (07) prefectures covering an area of 11738 km2, nearly 21% of the national territory[7]. With a 

population of 769940 inhabitants at the last general census of population and housing [8] the Kara region is the 

fourth most populous region of the five administrative regions of Togo (see Figure 1). 

 

 
Fig-1: Location of the study area 

 

The geographical coordinates are 9°40'0"N and 0°55'0"E in DMS (Degrees, Minutes and Seconds) or 9.66667 

and 0.916667 (in decimal degrees). The altitude above sea level is 291 m. It houses a unique meteorological 

station where average temperature, humidity, dew point, pressure and visibility are measured. 

 
Description of the data 

For our application, we collected the monthly meteorological and astronomical data presented in Table 1. 

 
Table 1.Collected parameters 

Category Variable Unit Type 

Meteorological 

 

Ambient 

Temperature 

° C Numeric 

 

Wind speed m.s-1 

Astronomical 

 

Index of clarity - Numeric 

All sky insolation on 

a horizontal surface 

kWh.m-2.d-1 

Global solar W.m-2.d-1 
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irradiance 

Global solar 

irradiation 

Wh.m-2.d-1 

 

These time series are provided by MINESParisTech/Armines (France)[9]and the NASA-SSE database with a 

spatial resolution of 1° (approximately 100 km)[10]. They were collected over a period of 15 years, it means 

180 months (1 January 1990 to 31 December 2004). NASA data is shown in Figure 3. 

 

 
Fig2. Overview of satellite data 

 

Pretreatment of data 

This step aims to homogenize the data before simulation. It consists in changing the starting formats: ISO for 

NASA and CSV for SODA in Excel single file format and then in Text (Separator: Tabulation) to meet the 

requirements of our working tool, Matlab. 

 

Choice of parameters of the prediction model 

The use of all input variables will be expensive in computing time. However, some parameters are dependent 

and strongly correlated with each other, so it is not necessary to use all input variables. In order to have a 

parsimonious model, we carried out an analysis of the correlation coefficients between the input variables 

(ambient temperature, wind speed, clarity index, all sky insolation and the global solar irradiation). To constitute  
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the inputs of the neural network model, only a single variable is retained in a group of highly correlated 

variables. The results obtained are shown in Table 2. 

 
Table 2. Autocorrelation matrix between input variables 

 Ambient 

temperature 

Wind 

speed 

Clarity 

index 

All sky 

Insolation 

Solar 

irradiation 

Ambient temperature 1     

Wind speed -0.10 1    

Clarity index 0.28 0.06 1   

All sky Insolation 0.40 0.05 0.95  

1 

 

Solar irradiation 0.30 0.02 0.67 0.67 1 

 

According to Table 2, all sky insolation is highly correlated with solar irradiation; which eliminates all sky 

insolation. Also, the clarity index is very correlated with the solar irradiation. We can also eliminate solar 

irradiance. Table 3 provides an overview of the input variables selected. 

 
Table 3.Overview of input variables 

Ambient temperature Wind speed Clarity index 

 

25.87 2.99 0.69 

25.71 2.48 0.67 

26.83 0.97 0.59 

 

Normalization of parameters 

In general, the databases undergo pretreatment, which consists in performing an appropriate normalization 

taking into account the amplitude of the values accepted by the network, before their use for the learning of the 

neural network; this to ensure a homogenization of the values propagated in the network. 

 

The inputs and outputs are normalized between 0 and 1, with respect to their minimum or maximum value, by 

applying the normalization equation (1): 

normalizedX =
)min()max(

)min(

XX

XX




  (1) 

where 

 max (X): maximum values of the data represented as a vector X; 

 min (X): minimum values of the data represented as a vector X. 

 

This normalization ensures that one entry does not become preponderant to the detriment of others. The 

normalized values are shown in Table 4. 

 
Table 4. Overview of Standard Input Variables 

Ambient temperature Wind speed Clarity index 

 

0.43138542 0.43880597 0.90540541 

0.42087984 0.36268657 0.87837838 

0.45830598 0.13731343 0.77027027 

 
Analytical modeling of neural networks 

An artificial neural network is a computational model whose original inspiration was a biological model, that is, 

the model of the human nervous brain. Artificial neural networks are optimized by statistical learning 

calculations. They are placed on the one hand, in the family of statistical applications, allowing to generate large 

functional, flexible and partially structured spaces, and on the other hand in the family of artificial intelligence 

methods, allowing decisions to be made relying more on perception than on formal logical reasoning [11]. 
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The mathematical model of an artificial neuron is illustrated in Figure 4. This neuron can be considered as an 

operator receiving a number of input variable from the external environment where other neurons, each of these 

inputs is weighted by a weight said synaptic weight, providing an output only when the sum exceeds an internal 

threshold. The evaluation of the output is typically done by the weighted sum of the inputs and the passage of 

these results through a non-linearity (a transfer function f) modeled by the equation (2) 

iy =


n

j

ijj wxf
1

)(   (2) 

 

where : 

 xj is the component of the input vector; 

 wij is the component of the synaptic weight vector and 

 yi is the desired output 

 

 
Figure 3.Structure of Artificial Neural Networks [12] 

 

3. DEVELOPMENT OF A MODEL OF ARTIFICIAL NEURAL NETWORKS  
It is in this part to simulate the Artificial Neural Networks parameters introduced using MatlabNN Tool utility. 

 
Choice of Artificial Neural Networks Architecture 

As we have output values (global solar radiation), we chose supervised learning, involving the Levenberg-

Marquardt algorithm, which is a variation of the algorithm of the retro propagation of the gradient of the error. 

Indeed, it gives better results in terms of speed of convergence and generalization performance. Table 5 shows 

the configurations selected. 

 
Table 5.Configurations retained 

Configuration Learning 

Algorithm 

Input layer 

transfer 

function 

Transfer function of 

the hidden layer 

neurons 

Output layer 

transfer 

function 

 

1 Levenberg

-Marquardt 

Purelin Logsig Purelin 

2 Purelin Purelin Purelin 

3 Purelin Tansig Purelin 

 

Indeed, we opted for the Multilayer Perceptron because it meets the specificities of the prediction problem.  

In our study, we have a Multilayer Perceptron network consisting of three (03) layer: 

 an input layer, formed by three (03) neurons; these neurons represent the input variables: the clarity 

index, the wind speed and the ambient temperature; in this layer no calculation is made; 

 a hidden layer, where all the optimization calculations of the parameters of the Artificial Neural 

Network are done; 

 finally, an output layer which represents the daily average of solar  radiation. 
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In this work, we have adopted an approach which consists in considering first the simplest architecture (with a 

minimum of neurons in the hidden layer), then in making it more complex and in retaining the one which 

presents the best performances in randomly varying the number of hidden layers, the number of neurons in the 

hidden layer and the transfer functions. 

 
Statistical analysis of models 

For the validation of the models, the recourse is made to two (02) popular and widely used statistical indicators 

which are: 
 the correlation coefficient (R), given by formula (3), it measures how much the predicted values are 

closer to the real values; clearly, a correlation coefficient value closer to unity implies a better 

prediction; 
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 the Root Mean Square Error (RMSE), estimated by formula (9); it identifies the precision comparing 

the difference between the values obtained during the estimation and those of the measured data, it 

always has a positive value; 
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 N: number of examples used in the training or test database; 

 Gmes: measured solar radiation (Wh.m-2.d-1); 

 Gest: solar radiation estimated by the model (Wh.m-2.d-1); 

 Ḡmes: average value of the measured solar radiation (Wh.m-2.d-1); 

 Ḡest: average value of the estimated solar radiation (Wh.m-2.d-1); 

 

4. RESULTS AND DISCUSSION 
In this part, the simulation results of the artificial neural network parameters introduced are presented. The 

MatlabNN Tool utility is used for this purpose. 
 
Learning phase 

For configuration 1, the activation torque is Logsig - Purelin. The results are contained in Table 6. For this 

configuration, the best performance is obtained withthree (03) neurons in the hidden layer. R = 0.85 and      

RMSE=0.7. 

 
Table 6. Performance of Configuration 1 (Logsig - Purelin) 

Number of neurons 

in the hidden layer 

MSE RMSE MAE R2 R 

1 0.17 0.41 0.06 0.71 0.84 

2 0.47 0.69 0.06 0.71 0.84 

3 0.49 0.70 0.06 0.72 0.85 

4 879.29 29.65 0.06 0.72 0.85 

5 13.58 3.68 0.06 0.72 0.85 

6 218.88 14.79 0.06 0.72 0.85 

7 94.79 9.73 0.06 0.72 0.84 

8 226.17 15.03 0.06 0.72 0.85 

9 322.47 17.95 0.06 0.72 0.85 
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10 79.36 8.90 0.06 0.72 0.84 

 
Then, for configuration 2, the activation torque is Purelin - Purelin. The results are contained in Table 7. For this 

configuration, the best performance is obtained with two (02) neurons in the hidden layer. R = 0.84 and RMSE 

= 0.10. 

 
Table 7. Performance of Configuration 2 (Purelin - Purelin) 

Number of neurons 

in the hidden layer 

MSE RMSE MAE R2 R 

1 0.01 0.11 0.07 0.68 0.84 

2 0.01 0.10 0.07 0.68 0.84 

3 0.01 0.11 0.07 0.68 0.84 

4 0.01 0.11 0.07 0.68 0.84 

5 0.01 0.11 0.07 0.68 0.84 

6 0.01 0.11 0.07 0.68 0.84 

7 0.01 0.11 0.07 0.68 0.84 

9 0.01 0.10 0.07 0.68 0.84 

10 0.01 0.11 0.07 0.68 0.84 

 
Finally, for configuration 3, the activation torque is Tansig - Purelin. The results are contained in Table 8. For 

this configuration, the best performance is obtained with three (03) neurons in the hidden layer. R = 0.85 and 

RMSE = 0.40. 

 
Table 8. Performance of Configuration 3 (Tansig - Purelin) 

Number of neurons 

in the hidden layer 

MSE RMSE MAE R2 R 

1 0.04 0.22 0.06 0.71 0.84 

2 0 .12 0.35 0.06 0.71 0.84 

3 0.16 0.40 0.06 0.72 0.85 

4 0.24 0.49 0.06 0.72 0.85 

5 0.35 0.59 0.06 0.72 0.85 

6 49.57 7.04 0.06 0.72 0.85 

7 4.16 2.04 0.06 0.72 0.85 

8 101.98 10.09 0.06 0.72 0.85 

9 171.54 13.09 0.06 0.72 0.85 

10 1.10 1.05 0.06 0.72 0.84 

 
After analysis, the best performance obtained for the three (03) configurations is presented in Table 9 

 
Table 9.Characteristics of the best learning performance 

Transfer function in the 

input layer 

Transfer function in the 

output layer 

Number of neurons in 

the hidden layer 

R RMSE 

Tansig Purelin 3 0,85 0,40 

 
Note that the architecture with three (03) neurons in the hidden layer, a Tansig function for the input layer and a 

Purelin function for the output layer, gave the  best performance with this algorithm. 

 

Figure 5 shows the correlation between the predicted values and the measured values after learning. 
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Figure 4.Correlation between target values and predicted values after data learning 

 

The correlation coefficient which describes the approximation of the output (calculated global solar radiation 

value) of the target (measured overall solar radiation value) for the model chosen is R = 0.85 with and RMSE = 

0.40. 

 

Test and Validation Phase 

The model adopted after learning is tested to determine its performance in predicting or generating synthetic 

daily data, by presenting it with a previously unused database (January 1, 2002 - December 31, 2004), different 

from those used for the first time learning. If the performances are not satisfactory, it will be necessary either to 

modify the architecture of the network, or to modify the base of learning. The correlation between the target 

values and the values predicted during the test is presented in Figure 6. 

 

 
Figure 5.Correlation between the target values and the predicted values during the test 
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The analysis in Figure 6 shows a regression line that represents the variation of the values predicted by the 

proposed model as a function of the actual values of the daily global solar radiation in the Kara region. Note that 

the correlation coefficient R = 0.85 and RMSE = 0.72. 

 

The result of the prediction is shown in Figure 7. It shows the actual data of the daily averages of the global 

irradiation (kWh.m-2.d-1) as a function of time as well as their prediction calculated using the chosen model 

(Three-neuron multilayer perceptronin the hidden layer and a pair of Tansig-Purelin activation function). 

 

 
Figure 6.Comparative curves between target values and predicted values 

 
The analysis of the figure reveals that the measurements of the global solar radiation coincide with the values 

calculated by the chosen model (three-neuron Multilayer Perceptron in the hidden layer and a pair of Tansig-

Purelin activation function. It can be deduced that the proposed model generates the global daily radiation of the 

Kara region in a satisfactory manner. However, it appears that the quality (accuracy) of prediction depends on 

the time of year. Nevertheless, data collected over a longer period could have helped us to perfect our results. 

 

5. CONCLUSION 
The model designed in this work for the prediction of solar potential in Kara region is a Multilayer Perceptron. 

The best performances are obtained with three (03) neurons in the hidden layer and a couple of activation 

function (Tansig - Purelin). 

 

In sum, the use of neural networks for the prediction of global solar radiation at the Kara site has allowed us to 

obtain a good prediction result because the target values are very close to the values predicted by the model. 

 

Indeed, for this model we observe R = 0.85 and RMSE = 0.40 between the measured data and those estimated; 

which validates the use of this model for the purpose of predictions. Finally, the simulation of the predicted data  
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with this model gives a daily mean irradiation of 5.0255 kWh.m-2.d-1 then against 4.7366 kWh.m-2.d-1 measured 

by NASA and therefore relative error of 5.7486%,. It implies a slight overestimation of 0.2889 kWh.m-2.d-1. 

 

This leads us to say that these models can be used to estimate global solar radiation for places with climates 

similar to those of this site provided that the data is considerable. 

 

This work, although partial, is a step towards a better understanding of the predictive analysis of global solar 

radiation data in Kara region. However, they can be improved. 

 

Thus, as a perspective in our study we envisage: increasing the size of the data in the database, using other types 

of neural networks for the prediction of global solar radiation, or hybrid methods for example between genetic 

algorithms, wavelet networks, or fuzzy logic, take into account the inclination and orientation of PV modules in 

order to provide a practical estimate of solar potential. 
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